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R&D outline

Modular data-centric pipeline
Support for real-time query processing

H/W and S/W cluster architecture

Other 1ssues:
— LSST Dagital Library

— Database design and continuous query
processing

— Conﬁdence level and object relevance



LLNL prototyping strategy and
plans

* Use SM data pipeline to test:
— Scalability on parallel cluster architectures
— Support of real time analysis

— Generate synthetic data to test with anticipated
LSST data rates



Modular data-centric pipeline

Support different data pipelines based on data

objects

* Objects have associated metadata
« Algorithms read object’s metadata and process it accordingly

Reduce complexity of the system by using a
modular workflow design

Algorithms are designed independent of the data
pipeline

New data pipelines are constructed easily using
libraries of algorithms and self describing objects



Support for real-time query
processing

» Characterize user queries and real-time
requirements

* Design a streaming query processor for the real
time data (continuous queries)
— Query language
— Windowing algorithms
— Query optimization
* Dynamic indexing, cost models

— Dynamic continuous queries (DCQ)



H/W and S/W Architecture
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Camera Interface Control

Camera interface
control

*Image flattening
——P»| <Photometric correction
) *Cross talk, Linearity
*Diagnostic

Images
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Core data system
*Process and store raw
image data

+Stitch images
scross-talk elimination
egeometry correction

. Q]{y subtraction

=

Image analysis system
=Transient event detection
=Large time sequence analysis
=L arge scale spatio-temporal
analysis

=Object extraction and
classification

=

Digital library of image
data

*Image annotation
*Database update
*Search and retrieval

*Alerting services
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Core Data System

Images

Camera interface Core data system
control . *Process and store raw
*Image flattening image data
*Photometric correction - +Stitch images
*Cross talk, Linearity scross-talk elimination

°Diagnosti C egeometry correctlon
le(y subtraction

Image analysis system Digital library of image
=Transient event detection data

=Large time sequence analysis «Image annotation
=Large scale spatio-temporal «Database update

analysis *Search and retrieval
=Object extraction and *Alerting services
classification
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Image Analysis

Images S;Ei;a interface Core data system Image analysis system Digital library of image
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Other R&D 1ssues

« LSST Daigital Library

— Real-time requirements (30 sec)

« Database design and continuous query
processing

 Confidence level and relevance
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